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Abstract—In this paper, we focus on efficient keyword query processing for XML data based on SLCA and ELCA semantics. We propose for each keyword a novel form of inverted list, which includes IDs of nodes that directly or indirectly contain the keyword. We propose a family of efficient algorithms that are based on the set intersection operation for both semantics. We show that the problem of SLCA/ELCA computation becomes finding a set of nodes that appear in all involved inverted lists and satisfy certain conditions. We also propose several optimization techniques to further improve the query processing performance. We have conducted extensive experiments with many alternative methods. The results demonstrate that our proposed methods outperform existing ones by up to two orders of magnitude in many cases.

I. INTRODUCTION

Keyword search on XML data has been received much attention in the literature [1]−[10]. Finding efficient query processing method for keyword search on XML data is an important topic in this area, as many applications demand fast query execution speed for many users simultaneously [11].

Over the past few years, researchers have proposed several semantics [1]−[5], [10] to define meaningful results for keyword queries. Among them, the most widely adopted semantics are arguably Smallest Lowest Common Ancestor (SLCA) [4] and Exclusive Lowest Common Ancestor (ELCA) [2], [3]. Since both semantics are defined based on the notion of lowest common ancestor (LCA), existing query processing algorithms for them [2]−[4], [7], [8], [12] are mainly based on the Dewey labeling [13]. The Dewey label of a node $v$ is the concatenation of all its ancestors' local label on the path from the document root to $v$. Existing algorithms also make heavy use of two basic operations: (a) $OP_1$: testing certain positional relationship of two nodes, and (b) $OP_2$: computing the LCA of two nodes. However, the cost of performing an $OP_1$ or $OP_2$ operation based on Dewey labels is linear to the height of the XML tree, as each component of the Dewey label needs to be accessed and compared. If a node $v$ is a common ancestor of several keyword instance nodes, all the nodes on the path from the root to $v$ will be repeatedly visited, which we call as common-ancestor-repetition (CAR). The CAR problem is inherent in algorithms based on Dewey labels and causes much inefficiency in practice, as the following example shows.

Example 1: Take the IL algorithm [4] for example. It is one of the highly competitive algorithms for SLCA computation [4], [7]. The majority part of the algorithm is based on $OP_1$ and $OP_2$ operations. We ran it for the query $\{\text{bold}\;\text{increase}\}$ on the XMark dataset of 382MB. We found that the time spent on $OP_1$ and $OP_2$ operations occupies more than 60% of the total running time. Each common ancestor node is visited 272 times on average.

To address the CAR problem, we propose a suite of novel and efficient algorithms for answering SLCA and ELCA queries that depart from existing Dewey encoding based approaches. We propose to assign each node a unique ID which is compatible with the document order. We also propose a new kind of inverted index, where for each keyword $k$, the corresponding inverted list consists of all nodes that contain $k$ in its subtree. We show that the SLCA and ELCA computation can be cast into a variant of the set intersection problem. We also design several optimization techniques that exploit the positional relationships between nodes in XML tree to accelerate the computation. In our extensive experimental study, we find that our method outperforms existing approaches by up to two orders of magnitude in many cases; we also provide an in-depth analysis on the major factors that impact the performance of previous approaches. Another salient feature of our proposed query processing methods is that they are actually simple to implement and can leverage any existing fast set intersection algorithms.
The rest of the paper is organized as follows. In Section II, we introduce background knowledge. In Section III, we introduce the CA tree and its properties. The inverted list and its properties are introduced in Section IV. The algorithms for SLCA and ELCA computation are discussed in Section V and VI, respectively. We present experimental results in Section VII and discuss related work in Section VIII. Section IX concludes the paper.

II. PRELIMINARIES

A. Data Model

We model an XML document as a labeled ordered tree, where nodes represent elements or attributes, while edges represent direct nesting relationship between nodes. We say a node \( v \) directly contains a keyword \( k \) if \( k \) appears in the node name, attribute name, or text value of \( v \). Fig. 1 is a sample XML document. The positional relationships between two nodes include Document Order (\( <_d \)), Equivalence (\( \sim \)), AD

(ancestor-descendant, \( <_a \)), PC (parent-child, \( <_p \)), Ancestor-or-self (CA) and Sibling relationship.

To accelerate the query processing, each node \( v \) is usually assigned with a label that can uniquely represent \( v \) and can be used to compute some positional relationships needed for query processing. Existing methods [2], [4], [7]–[9] usually assign to each node \( v \) its Dewey label [13]. In Fig. 1, the Dewey label of each node is shown as the black sequence of numbers. In our method, we assign each node an ID (the undefined number beside it in Fig. 1) which is compatible with the document order (we use the pre-order traversal number). For frequently updated XML data, we can use the encoding scheme of [14] to assign a unique ID to each node.

B. Query Semantics

For a given query \( Q = \{ k_1, k_2, \ldots, k_m \} \) and an XML document \( D \), inverted lists are often built to record which nodes directly contain which keywords. We use \( L_i \) to denote the inverted list of \( k_i \), of which all labels are sorted by document order. Let \( LCA(v_1, v_2, \ldots, v_m) \) be the lowest common ancestor (LCA) of nodes \( v_1, v_2, \ldots, v_m \). The LCAs of \( Q \) on \( D \) are defined as \( LCA(Q) = \{ \bigvee_{v \in LCA(v_1, v_2, \ldots, v_m)} \} \), \( v \in L_1 \ldots L_m \). E.g., the LCA nodes for \( Q = \{ XML, Tom \} \) on the XML document in Fig. 1 are nodes with IDs 1, 4, 10 and 16.

The most widely adopted variants of ELCA are SLCA [4], [7] and ELCA [2], [3], [12]. SLCA defines a subset of \( LCA(Q) \), of which no LCA in the subset is the ancestor of any other LCA, which can be formally defined as \( SLCA(Q) = \{ \forall v \in LCA(L_1, L_2, \ldots, L_m) \) such that \( v \not\lessdot v' \} \). Consider the query \( Q = \{ XML, Tom \} \) on the sample XML document in Fig. 1. Although nodes 1 and 4 are LCAs, they are ancestors of node 10, and hence not SLCAs. The set of SLCAs of \( Q \) are nodes 10 and 16.

The definition of ELCA is a bit more complex: a node \( v \) is an ELCA node if the subtree rooted at \( v \) contains at least one occurrence of all query keywords, after excluding the occurrences of the keywords in the prefixes of \( v \) that rooted at \( v \)'s descendant node \( v' \) and already contain all of the query keywords, which can be formally defined as \( ELCA(Q) = \{ \forall \exists v' \in LCA(L_1, L_2, \ldots, L_m) \) \),\( \forall v' \in LCA(L_1, L_2, \ldots, L_m) \) such that \( \forall v \not\lessdot v' \} \), where \( child(v, v') \) is the child of \( v \) on the path from \( v \) to \( v' \). E.g., the matched ELCA nodes for \( Q = \{ XML, Tom \} \) on the XML document in Fig. 1 are those with IDs 1, 4, 10 and 16.

C. Set Intersection Methods

Finding all the common elements from several sorted lists is a central operation in information retrieval engines, search engines, and databases. Given \( m \) lists \( L_1, L_2, \ldots, L_m \) (without loss of generality, assume that \( |L_1| \leq |L_2| \leq \ldots \leq |L_m| \)), to efficiently find the common elements that appear in all these lists, we need to repeatedly pick an element \( e \) from a list \( L_e \) and use it as the eliminator to probe all other lists. If \( e \) appears in all the \( m \) lists, it is output as a result. The overall performance of such set intersection algorithm is dominated by two orthogonal factors: (1) the number of probe operations, which is in turn heavily impacted by the probe order, i.e., which list should be probed first; and (2) the cost of each probe operation, i.e., how to efficiently find the matched element for eliminator \( e \), which is further affected by two orthogonal factors: (2.1) which search method is used (e.g., binary, gushing [15], or interpolation search [16]), and (2.2) how large the search interval is.

For probe order, the SIS algorithm [17] computes the final results by processing two lists each time from the shortest to the longest. It is a blockwise algorithm and needs to buffer intermediate results. The Quicksort-based algorithm (QB) [18] will encounter performance problems when the lists exhibit locally skewed but globally uniform distribution. In this case, the initial lists cannot be partitioned into sub-lists of large discrepancy in length, and QB's performance degrades accordingly. On the contrary, the Adaptive (Adaptive) [16], Small Adaptive (SA) [17], and Probabilistic Intersection (PI) [20]
algorithms can dynamically adjust the probe order and output the results without buffering any intermediate results; however, they entail non-neglectable time overhead in choosing the probe order dynamically.

For search interval, assume that \( n \) elements have been processed for the list \( L_i \) to be probed, then the length of the search interval, i.e., the number of elements to be searched, is \( |L_i| - n \). Obviously, the shorter the search interval, the fewer comparisons are needed to complete the probe operation.

III. OVERVIEW OF OUR METHOD

An important concept underlying our methods is Common Ancestor, which forms a superset of SLCA and ELCA results.

**Definition 1: (Common Ancestor (CA))** For a given keyword query \( Q = \{k_1, k_2, \ldots, k_m\} \) and its CA tree \( T \) on an XML document \( D \), node \( v \) is a common ancestor of \( Q \) if \( D \) contains each keyword of \( Q \) at least once.

For example, for query \( Q = \{XML, Tom\} \), the CA nodes of \( Q \) on the XML document in Fig. 1 are nodes 1, 4, 10, 14, and 16. Obviously, we have the following lemma.

**Lemma 1:** For a given keyword query \( Q \) and an XML document \( D \), \( CA(Q) \subseteq ELCA(Q) \).

---

**Fig. 2:** A sample CA tree of \( Q = \{XML, Tom\} \) on the XML document of Fig. 1. Each italic number beside a node \( v \) denotes \( v \)'s ID, and \( <N_1, N_2> \) is the vector associated with \( v \) denoting the number of nodes that directly contain "XML" and "Tom" in the subtree rooted at \( v \).

**Definition 2: (CA Tree)** The CA tree of a keyword query \( Q \) on an XML document \( D \) is defined as \( T = \{V_T, E_T\} \), where \( V_T \) is the set of CA nodes of \( Q \) on \( D \), i.e. \( CA(Q) = V_T \), \( E_T \) is the set of parent-child edges between two nodes of \( V_T \). Fig. 2 shows the CA tree of \( Q = \{XML, Tom\} \) on the XML document of Fig. 1, based on which we can identify all SLCA and ELCA nodes using the following two lemmas, respectively.

**Lemma 2:** For a given CA tree \( T \) of \( Q \) on \( D \), let \( V_{\text{leaf}} \) be the set of leaf nodes of \( T \), then \( SLCA(Q) = \{v \in V_T \mid v \neq \text{root} \} \), \( ELCA(Q) \subseteq SVCA(Q) \).

**Proof:** Since each node \( v \in V_{\text{leaf}} \) has no other CA nodes as its descendant nodes, \( v \) is an SLCA node, i.e., \( v \in SLCA(Q) \). For each node \( v \in ELCA(Q) \subseteq V_T \), assume that \( v \neq \text{root} \), then there must exist at least one node \( u \in V_{\text{leaf}} \), such that \( v \prec u \), therefore \( v \) is not an SLCA node, which contradicts the assumption.

For instance, the matched SLCA nodes for \( Q = \{XML, Tom\} \) are the leaf nodes of its CA tree with IDs 10 and 16.

According to the definition of ELCA [2], we have the following lemma, which is similar to [3].

---

**IV. IDLIST AND ITS PROPERTIES**

As shown in Fig. 1, we assign each node an ID (underlined number) that is compatible with the document order to uniquely represent this node. For a given keyword query \( Q = \{k_1, k_2, \ldots, k_m\} \), each keyword \( k_i \) corresponds to a list \( L_i \) of entries, each entry corresponds to a node \( v \) such that the subtree rooted at \( v \) contains \( k_i \). More specifically, each entry in \( L_i \) consists of three numeric values: "ID" is the node ID of a node \( v \), "PID\(v\)" is the array subscript of the entry containing \( v \) at its parent ID in \( L \), "\( N_{\text{PID(v)}} \)" denotes the number of nodes that contain \( k_i \) in the subtree rooted at \( v \) (only required for ELCA computation). Entries in \( L_i \) are sorted in ascending order according to their ID values. Hereafter, we call the inverted list used in our method "IDLIST", which can be efficiently constructed when parsing the XML document in document order.

**Fig. 3:** Illustration of data organization for SLCA and ELCA computation.
For simplicity, we do not differentiate a node, its ID, and the corresponding entry of an IDList unless there is ambiguity. For example, when we say node 4, it denotes the node in Fig. 1 with ID 4, it also denotes the entry in L₄ and L₀₄ at Pos 2. Each IDList Lᵢ is associated with a cursor Cᵢ pointing to some entry of Lᵢ. Henceforth, Cᵢ will refer to the entry that Cᵢ points to. Function fwdAdv(Cᵢ) moves Cᵢ to the next entry, if any. We use pos(Cᵢ) to denote the “Pos” value of Cᵢ in Lᵢ and L[x] to denote an entry of Lᵢ at Pos x. We have the assertion that if pos(Cᵢ) = x then L[x] = Cᵢ.

According to the data organization of Fig. 3, we have the following properties.

Property 1: For a given keyword query \( Q = \{k₁, k₂, ..., kₘ\} \) and its CA tree \( T \) on an XML document \( D \), let \( R(L₁, ..., Lₙ) \) be the result set of set intersection operation on the \( m \) IDLists, then \( R(L₁, ..., Lₙ) = V \). If the set intersection is performed in ascending order, then results of \( R \) are output in document order, equivalent to visiting \( T \) in document order.

Property 2: For any two nodes \( u \) and \( v \) of \( Lᵢ \), \( u \precᵢ v \) if \( u.ID = Lᵢ[Pᵢ(u, ID)] \).

V. SLCA COMPUTATION

In this section, we consider a forward and two backward algorithms to compute SLCA results based on the optimized set intersection operation.

A. Forward Solution

Our first SLCA query processing algorithm, i.e., FwdSLCA, computes all CA nodes in document order, filters them on-the-fly using Property 2 and Lemma 2, and outputs leaf nodes of the CA tree as the final SLCA answers.

1) The Algorithm: The pseudocode is shown in Algorithm 1. It finds a CA node \( v \) by intersecting \( m \) lists (line 3) in each iteration (lines 2-9). Since it processes nodes in the document order, it cannot determine if an SLCA candidate is really an SLCA result until it obtains the next SLCA candidate [4]. Hence, it buffers the last SLCA candidate \( u \). In line 4, if no CA node exists in the remaining entries of all lists (when \( flag = FALSE \)), we can break out of the loop (line 8), and output the buffered SLCA candidate \( u \) as a result (line 10); otherwise, when \( flag = TRUE \), we check whether the CA node \( u \) of the previous iteration is the parent of \( v \) by comparing their IDs in line 5 (note that parent returned in line 3 is the parent node of \( v \)). Since all CA nodes are identified in document order, if \( u \precᵢ v \), it means \( u \precᵢ v \), according to Lemma 2, \( u \) is an SLCA node; thus, we directly output it as a qualified result in line 5. Then in line 6, we buffer the current CA node \( v \) as a candidate SLCA node in \( u \), then advance the cursors of all the lists (line 7) before the next iteration.

The function fwdGetCA is called to find a CA node by intersecting \( m \) lists. It always uses the cursor with the maximum ID value as the eliminator (line 2, and \( Cᵢ \) is the eliminator), and uses the static probing order from the shortest list to the longest (lines 1 and 3-13). The probe operation will continue to the remaining lists if entries of same ID are found (line 9-11); otherwise, since we found an entry larger than the current eliminator, the eliminator will be reset and we restart the probing from \( L₁ \) immediately (line 12). Binary search (fwdBinSearch) is used to perform the probe—finding a matched node for a given eliminator, though other kinds of search can also be used. Function fwdEq checks whether we have exhausted a list by checking the cursor positions.

Example 1: For keyword query \( Q = \{XML, IOM\} \) and its two IDLists in Fig. 3, FwdSLCA will find all CA nodes of \( Q \), i.e., 1, 4, 10, 14 and 16 in document order. Each time it finds a CA node, it will check whether the previous CA node is a leaf CA node, i.e., qualified SLCA node, by testing their parent-child relationship. Consider node 10 and 14, node 14’s Pos values is 1. Since \( 10 \precᵢ 14 \), node 14’s Pos values is 1. Note that node 16 is the last CA node visited in document order, it must be a leaf node of the CA tree, and therefore an SLCA node.

2) Analysis of the FwdSLCA Algorithm: For a given keyword query \( Q \) in keyword, the cost of line 7 in Algorithm 1 is \( O(m) \). The cost of fwdEqSearch is \( O(\log |Lᵢ|) \). The maximum number of iteration is bounded by the size of the smallest IDList, i.e., \( |L₁| \). Therefore, the time complexity of FwdSLCA is \( O(m \cdot |L₁| \cdot \log |Lᵢ|) \).

As a comparison, the Stack algorithm [4] has a complexity of \( O(d \cdot m \cdot |Lᵢ| \cdot \log |Lᵢ|) \), where \( |Lᵢ| \) is the size of the inverted list with Dewey labels, and \( d \) is the depth of the XML data tree.
Both IL [4] and IMS [7] algorithms have time complexity of \(O(d m L^d \log(L^d))\). For Devey [6], its time complexity is \(O(d m L^d \log(L^d))\).

... Since \(d \leq \log(L^d)\) due to the sharing of common ancestors, our algorithm has a comparable worst case complexity with existing algorithms. Our experimental results show that the performance of our proposed methods, together with optimization techniques to be introduced in the next sections, substantially outperforms that of existing algorithms.

We also note that any set intersection algorithm can be used in Algorithm 1 for CA computation, and any of the search methods (e.g., binary, galloping [15], or interpolation search [16]) can be used to implement function \(\text{findCA}\). Therefore, our method is not only easy to implement, but also can enjoy the benefits of latest advances in set intersection algorithms (e.g., [21], [27]).

B. Backward Solution

Algorithm 1 computes all CA nodes in document order as with all existing algorithms except Devey [6], therefore we have to compute potentially many CA nodes that are eventually not SLCA nodes because there are other CA nodes that are identified afterwards and reside in the subtree of them. We give an example below.

Example 3: Consider a keyword query \(Q = \{k_1, k_2, \ldots, k_m\}\) and the XML document \(D\) in Fig. 4 (A). The CA tree of \(Q\) on \(D\) is \(T\) in Fig. 4 (B). According to Algorithm 1, it will call \(\text{twobinSearch}\) \(m - 1\) times to find a CA node. However, according to Lemma 2, only node 5 is an SLCA node. As shown in Fig. 4 (C), Algorithm 1 needs to find each CA node from all lists, which is unnecessary but can hardly be avoided, as we cannot tell whether the current CA node is a qualified SLCA node or not unless we obtain the next CA node.

Unlike Devey [6] which solves this inherent inefficiency by computing SLCA results from bottom-up, we propose to compute SLCA results by the reverse document order. The basic idea of the resulting backward solution is: whenever find a CA node \(v\) from backward set intersection, we proactively remove all its ancestor nodes from the shortest inverted list; this will guarantee that every time a CA node is computed, it is an SLCA node.

Fig. 4: Illustration of the problem of Algorithm 1.

The straight-forward way to implement the above idea requires additional data structures. For example, one can use an auxiliary array whose size equals the size of the shortest list. For each CA node returned from an iteration, we use the \(\text{PIDPos}\) to find all ancestors’ POS values in the shortest list, then mark them as invalid entries in the auxiliary array, such that all these nodes can be skipped when computing CA nodes. Another implementation choice is to use a hash table to “remember” all ancestor nodes of an SLCA node \(v\).

Our backward solution can achieve the same effect that each outputted CA node is an SLCA node without using any additional data structure. The idea is to remove all adjacent parent nodes in the IDList, i.e., we iteratively skip the node \(u\) preceding the current CA node \(v\) in the IDList such that \(u\) is the parent of \(v\). This is correct due to Lemma 4 below.

Lemma 4: Consider the case where all CA nodes are computed in the reverse document order. Let \(v\) be the CA node returned from the previous iteration, \(u\) be the parent node of \(v\), \(v\) be the CA node of the current iteration, then \(v\) is an SLCA node if \(v \leq u\).

Proof: Assume the contrary that \(v > u\) but \(v\) is not an SLCA node. There are only two possible cases with regard to the relationship of \(v\) and \(u\) in terms of document order.

Case I: \(v \leq u\). Therefore \(v \leq u\). Since \(u\) is the parent of \(v\), so \(u\) must be a CA node. Therefore \(u\) rather than \(v\) will be the current CA node, and hence a contradiction.

Case II: \(u < v < w\). Since \(v\) is not an SLCA node, according to Lemma 2, \(w\) is not a leaf node of the CA tree. Then \(v\) must have a descendant leaf node \(w\) in the CA tree, which means \(w < v\) and \(v < w\). So \(v\) rather than \(v\) will be the current CA node, and hence a contradiction.

The pseudocode of our backward solution is shown in Algorithm 2. Note that we only list additional or different lines for the auxiliary functions if they are different from their counterparts in Algorithm 1. In each iteration (lines 2-10), it finds a CA node \(v\) from \(m\) lists. If no CA node is found, we break the loop (line 5); otherwise, we immediately output the current CA node as an SLCA node (line 4). In line 6, all cursors are moved to the previous entries in all lists. For two consecutive entries \(u\) and \(v\) in an IDList, we can skip \(u\) if \(u\) is the parent of \(v\) according to the SLCA semantics and Lemma 4. Therefore, in lines 7-9, we perform an iterative skipping only on the smallest IDList \(L_1\) until its current and previous entries have no parent-child relationship.

In Algorithm 2, function \(\text{twobinSearch}\) is called in each iteration to find an SLCA node from the \(m\) lists, which in turn calls \(\text{twobinSearch}\) to locate the matched node for \(C_v\). Note that in lines 4.2 and 4.3 of \(\text{twobinSearch}\), the current CA node will be skipped if its ID is equal to that of the parent of the previous CA node.

Example 4: Consider Example 3 with Algorithm 2. The first iteration returns node 5, which is outputted as an SLCA node immediately. Then by iteratively pruning the adjacent parent node (first node 4, then 3, 2, and 1), cursor \(C_v\) will be moved beyond the first entry in \(L_1\), hence the algorithm stops without computing any other CA node.
The worst case complexity of our backward algorithm is the same as that of the forward algorithm. However, since in the backward algorithm only SLCA nodes are computed and outputted as results via a simple modification to the set intersection algorithm, it is very efficient in practice.

C. Optimized Backward Solution

We can further optimize the performance of the backward solution by judiciously shrinking the search interval based on the structural relationship between nodes in an IDList.

Consider one iteration in the BwdSLCA algorithm where \(v\) is the current CA node, and \(u\) is the parent node of \(v\). According to line 2 of function bwdGetCA, the eliminator, \(C_k\), represents the node with the minimum ID value among the set of entries that precedes \(v\) in all lists. Hence we have \(u \subseteq C_k \subseteq v\). Now the search interval for each probe operation can be reduced from \([0, pos(C)]\) to \([pos(u), pos(v)]\) in line 1 of function bwdBinSearch.

In fact, we can further reduce the search interval based on the following lemma.

Lemma 5: Consider the backward solution. Let

- \(v\) be the CA node returned from the current iteration,
- \(u\) be the parent node of \(v\),
- \(y\) be the first node that precedes \(v\) in \(L_b\),

```
Algorithm 2: BwdSLCA(Q)
1: parent <- (-1, -1)
2: while (not empty()) do
3:   (G, parent, w) <- bwdGetCA(parent)
4:   if (isCA pari) then output \(w\) as an answer
5:   //eliminate (i.e. L1 in Fig. 5(A))
6:   if (parent.ID = 1, 0) do
7:     parent <- L[C, PDEF set] //SLCA(C1)
8:     //eliminate
9: end
10: end

Function bwdGetCA(parent)
/* Only changes from backward are shown here */
11: k <- 0
12: while (k < |G|) do
13:   parent <- bwdGetCA(k, G, parent)
14: if (pos(C)) = -1 then return (FALSE, NULL, NULL)
15: return (TRUE, parent, C)

Function bwdBinSearch(L, m, parent)
/* Only changes from backward are shown here */
16: if \(L[m].ID < u\) then
17:   if \(L[m].ID = parent.ID\) then
18:     \(parent <- L_k \leftarrow L[m].PDEF.child; \ k <- m; \ m <- m - 1\)
19:     \(k <- m\)
20:   if \(k >= a\) then \(C_k <- L[m]\)
21:   return parent
```

- \(C_k\) be the eliminator used in the next iteration satisfying \(u \subseteq C_k \subseteq v\).
- \(w\) be the common ancestor of \(C_k\) and \(v\), and
- \(z\) be the child node of \(w\) (if it exists) on the path from \(w\) to \(y\).

Then we have \(u \subseteq C_w \subseteq C_k \subseteq v\), where the parenthesis part exists only if \(z\) exists.

Proof: Since each probe operation involves nodes of two lists, we prove this result using nodes corresponding to keyword \(k_1\) and \(k_2\), respectively. After processing \(v\), \(C_k\) points to \(y\) and \(C_1\) points to \(x\). Assume that \(x \prec_k y\), according to the BwdSLCA algorithm, \(C_1\), i.e., \(x\), will be chosen in the next iteration as the eliminator to find from \(L_2\) the maximum node that is equal to or less than \(y\). As shown in Fig 5, there are three possible cases with regard to the positional relationships between \(x\) and \(y\).

(Case A) \(x = y = u\). In this case, \(u\) and \(v\) are two consecutive nodes in \(L_2\), thus the nodes between \(u\) and \(v\) in \(L_2\) must be \(\emptyset\).

(Case B) \(u \prec \cdots \prec y\). In this case, the nodes between \(u\) and \(v\) in \(L_2\) must be \(\emptyset\), as shown in Fig 5(A). Since \(C_k \subseteq y < v\) in \(L_2\), we have \(u \subseteq C_w \subseteq C_k \subseteq v\), where \(z\) is the child node of \(w\) on the path from \(x\) to \(y\) and \(u \subseteq C_w \subseteq C_k \subseteq v\), then we have \(u \subseteq C_w \subseteq C_k \subseteq v\), where \(z\) is the child node of \(w\) on the path from \(x\) to \(y\) and \(u \subseteq C_w \subseteq C_k \subseteq v\).

(Case C) \(x \prec y\) and \(x \prec y\) (c.f., Fig. 5(C)). In this case, the nodes between \(u\) and \(v\) in \(L_2\) must be \(\emptyset\), as shown in Fig 5(C).

By summarizing all the above three cases, we have \(u \subseteq C_w \subseteq C_k \subseteq v\), where \(z\) is the child node of \(w\) on the path from \(x\) to \(y\) and \(u \subseteq C_w \subseteq C_k \subseteq v\).

\(\square\)
Example 5: For keyword query \( Q_{XML, Tom} \) and its two IDLists in Fig. 3, the BwdSLCA algorithm will firstly find the SLCA node 16, then in lines 7-9, node 14 is skipped, then \( C_{\text{m}} \) and \( C_{\text{p}} \) point to 13 and 11, respectively. In the second iteration, \( C_{\text{pp}} \) is chosen as the eliminator, and its search interval is set as [4, 6] of Pos values for \( L_{\text{pp}} \). After outputting the second SLCA node 10, both cursors are moved forward to Pos 3 and 5, respectively. In the third iteration, \( C_{\text{m}} \) pointing node 6 at Pos=3 is chosen as the eliminator to probe \( L_{\text{pp}} \). BwdSLCA \( ^* \) will call setInterval to set the search interval to \([2,4]\) for \( L_{\text{pp}} \). The third iteration will skip nodes 4 and 1, and return FALSE to flag to terminate the processing of \( Q \).

VI. ELCA COMPUTATION

A. Forward Solution

Lemma 1 guarantees that \( ELCA(Q) \subset CA(Q) \). Therefore, we can still use the fwdCA function of Algorithm 1 to find all CA nodes, first. Unlike SLCA, a non-leaf CA node may still be an ELCA node. Since the FwdELCA algorithm computes all CA nodes in document order, according to Lemma 3, it is not possible for us to know whether a CA node \( v \) is an ELCA until we have processed all its descendant CA nodes.

To facilitate identifying all ELCA nodes, a stack \( S \) is used to check whether the popped element is an ELCA node. Besides the ID value, each element \( e \) of \( S \) is associated with two vectors, one is \( N = (N_1, N_2, \ldots, N_m) \) denoting \( N_e \) values of all keywords in \( Q \), the other is \( n = (n_1, n_2, \ldots, n_m) \) used to online add up the \( N \) value of \( e \)'s child nodes in the CA tree. According to Lemma 3, when \( \emptyset \) is popped from \( S \), if \( S = [1, m] \), such that \( e.N = e.n \), then \( e \) is an ELCA node.

The main procedure can be stated as: whenever finding a CA node \( v \), we firstly pop from the stack \( S \) all CA nodes that are not parent of \( v \), then push \( v \) to \( S \). For each popped node \( w \), we firstly add \( w.N \) vector to the \( n \) vector of the top element of \( S \). Then we check whether \( w \) is an ELCA according to Lemma 3.

Example 6: For keyword query \( Q = \{XML, Tom\} \) and its two IDLists in Fig. 3, as shown in Fig. 6 (A)-(C), since node 1 is the parent of node 4, which in turn is the parent of node 10, the three CA nodes, i.e., node 1, 4, and 10, are pushed into stack \( S \). The next CA node returned from fwdCA function is node 14, since node 10 and 4 are not the parent of node 14, they are popped from \( S \) one by one; after that, we modify the \( n \) value of the top element of \( S \) by adding up the \( N \) value of popped elements, as shown in Fig. 6 (D) and (E); then we check the satisfiability of node 10 and node 4 according to Lemma 3, and output both of them as ELCA nodes; finally, node 14 and node 16 are pushed into \( S \) (Fig. 6 (F) and (G)). After that, all elements are popped from \( S \) and the algorithm...
A. Experimental Setup

All experiments were run on a PC with Pentium 4 2.8GHz CPU, 2GB memory, 500GB IDE hard disk, and Windows XP Professional OS.

We considered three groups of algorithms:

- **CA computation.** Algorithms of this group target at finding the common node from a set of IDLists, including 
  - `ScS` [17], 
  - Small Adaptive (SA) [17], 
  - Quantile-based (QB) [18], 
  - Probabilistic Intersection (PI) [20], 
  - FedExCA, FedExCA, and FedExCA.
  The last three are simplified from FedExSLCA, FedExSLCA, and FedExSLCA, respectively, which only join function FedExSLCA, FedExSLCA, and FedExSLCA are called to return CA nodes. All these algorithms were implemented to use binary search to make a fair comparison.

- **SLCA computation.** Algorithms of this group focus on SLCA computation, including 
  - Stack [4], 
  - IL [4], 
  - IMS [7], 
  - FedEx [6], and our three algorithms FedExSLCA, FedExSLCA, and FedExSLCA.

- **ELCA computation.** Algorithms of this group focus on ELCA computation, including 
  - DIL [2], 
  - IS [12], 
  - HC [3], 
  - FedEx [6], and our two algorithms FedExELCA and FedExELCA.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Delay (ms)</th>
<th>Index Size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>XMark</td>
<td>1339</td>
<td>82MB</td>
</tr>
<tr>
<td>DBLP</td>
<td>1.339G</td>
<td>673MB</td>
</tr>
<tr>
<td>DBLP</td>
<td>876MB</td>
<td>88MB</td>
</tr>
</tbody>
</table>

**Table 1:** Comparison of index size.

<table>
<thead>
<tr>
<th>ID</th>
<th>Keywords</th>
<th># of Results</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>bold, increase</td>
<td>34,136</td>
<td>G1</td>
</tr>
<tr>
<td>Q1</td>
<td>bold, increase, test</td>
<td>34,136</td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>bold, increase, text, keyword</td>
<td>20,234</td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>bold, increase, text, keyword, smash</td>
<td>20,234</td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>date, location</td>
<td>50,586</td>
<td>G2</td>
</tr>
<tr>
<td>Q1</td>
<td>date, location, bidder</td>
<td>10,332</td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>date, location, bidder, time</td>
<td>16,233</td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>date, location, bidder, time, text</td>
<td>16,233</td>
<td></td>
</tr>
</tbody>
</table>

All algorithms were implemented using Microsoft VC++. The running time is the averaged over 100 runs with warm cache.

We used the XMark (82MB) and DBLP (876MB) datasets. Index sizes are listed in Table I, where each number is stored as an integer. Note that `ID` is the index for ELCA computation.

We randomly selected 30 keywords for XMark dataset that falls into three categories according to their frequencies (i.e., `|LDelay|` line in Table II): (1) low frequency (100-1,000), (2) median frequency (10,000-40,000), (3) high frequency (400,000-1,000,000). We then generate queries by combining these keywords. Queries for DBLP are generated in a similar fashion. In the interest of space, we mainly focus on results of the XMark dataset, which is more complex and allows us to perform scalability test.
B. Processed Nodes

Each number in line \(|L_{\text{Dewey}}|\) of Table II denotes the number of Dewey labels of a keyword. The number of nodes they need to process is shown in the \(N_{\text{process}}\) rows, which are the sum of the lengths of all Dewey labels. The number of nodes our methods need to process is shown in the \(|L_{\text{Dewey}}|\) rows. We can see that the ratio of processed nodes for each keyword between our methods and existing methods is at most 0.7 (necklace). In addition, with the increase of keyword frequency, the ratio decreases dramatically, with the minimum ratio as 0.14 (bottom).

C. CA Computation

We generated two groups of queries (Table III) to test the efficiency of different set intersection algorithms.

The metrics include: (1) running time; (2) number of probe operations; (3) number of comparison operations, which is affected by both the search interval and search method.

1) Impacts of Different Probe Order: As shown in Fig. 9 (A), with the increase of the number of lists and the decrease of the number of results, SA is more efficient than SxS. QB is more efficient than SA in most cases, but when the lists cannot be well partitioned into sublists, such as Q3 and Q4, it degenerates to SxS. PI has slightly worse performance than QB on average. Our FwDCA beats all existing methods for all queries in running time.

This excellent performance can be explained according to Fig. 10, which shows the number of comparisons and probes. Fig. 10 (A) shows that the number of probe operations of our method is much less than those of existing methods. Also note that except Q1, Q3 and Q4, the number of probe operations of QB is much larger than that of PI, but as shown in Fig. 9 (A), QB performs similarly to or more efficient than PI in many cases, the reason can be further explained by referring to Fig. 10 (B). We can see that QB has much less comparison operations than PI, because when the initial set of lists are partitioned into sublists, the search interval for each probe operation of QB is much shorter than that of PI. According to Fig. 10 (B), our method achieves the best performance, the reason lies in the least number of comparison operations.

1) Impacts of Reducing Search Interval. Fig. 9 (B) presents the running time of FwDCA, BwDCA and BwDCA. We can find: (1) BwDCA does not always beat FwDCA, (2) BwDCA outperforms FwDCA and BwDCA in all the cases.

According to Fig. 11 (A), BwDCA reduces many probe operations, for Q1 to Q4, which can be verified according to Fig. 11 (B), i.e., BwDCA reduces the number of comparison operations when compared with FwDCA for Q1 to Q4. However, when the number of probe and comparison operations cannot be reduced significantly, FwDCA may be more efficient than BwDCA, this is because BwDCA needs to check whether a CA node is the parent node of the one computed in the previous iteration. Therefore, when both FwDCA and BwDCA possess similar number of comparison operations, FwDCA may be more efficient than BwDCA. Although BwDCA processes the same number of probe operations as that of BwDCA, from Fig. 11 (B), we find BwDCA needs much less comparison operations than BwDCA, because BwDCA can reduce the search interval for each probe operation.
Fig. 12: Comparison of running time for SLCA computation.

Table V: Queries used in our experiment. $R_2(R_3)$ denotes the number of SLCA (ELCA) results.

<table>
<thead>
<tr>
<th>Query</th>
<th>$R_2$</th>
<th>$R_3$</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q8</td>
<td>5</td>
<td>5</td>
<td>Low</td>
</tr>
<tr>
<td>Q10</td>
<td>1</td>
<td>1</td>
<td>Med</td>
</tr>
<tr>
<td>Q15</td>
<td>1</td>
<td>1</td>
<td>High</td>
</tr>
<tr>
<td>Q18</td>
<td>5</td>
<td>5</td>
<td>Random</td>
</tr>
</tbody>
</table>

D. SLCA Computation

Based on the keywords in Table II, we generated four groups of queries as shown in Table V: (1) four queries with 2, 3, 4, 5 keywords of low frequency; (2) four queries of median frequency; (3) four queries of high frequency; (4) six queries with randomly selected keywords.

1) Evaluation Metrics: The metrics for evaluating algorithms for SLCA and ELCA computation include: (1) running time, and (2) number of comparison operations, which is computed based on $N_1$, $N_2$, and $N_3$ in Table IV. For FwdSLCA and BwdSLCA, $N_2 = 2 	imes N_1 + N_2$, and for BwdSLCA*, $N_2 = N_1 + N_2$.

2) Performance Comparison and Analysis: Fig. 12 shows the running time of different algorithms on queries Q9 to Q26, from which we have the following observations: (1) among existing algorithms, no one can beat others for all queries; (2) our methods perform much better than existing methods.

For existing methods, since Stack processes all nodes in document order, its performance is mainly affected by the number of processed nodes. And IMS algorithms can use the positional relationships between nodes to skip many useless ones, thus can achieve better performance when there exists huge difference in the lengths of the set of Dewey label lists.

e.g., Q21 to Q26 in Fig. 12 (D), if the set of Dewey label lists have approximate lengths and the result selectivity becomes high, the chances of skipping useless elements are largely reduced, and the performance may not be as efficient as that of Stack, e.g., Q17 and Q18, which can be further verified according to the number of comparison operations they have done. Although Dewey is based on set intersection method, it needs to process all lists of each level from the leaf to the root, and for all lists of each level, after finding the set of common nodes, it needs to recursively delete all ancestor nodes in all lists of higher levels, which is very expensive in practice.

From Fig. 13 we have several observations: (1) our methods always need the least comparison operations, therefore achieves the best performance for all queries; (2) when the cost of the saved probe operations is less than the additional cost for skipping useless probe operations, FwdSLCA is more efficient than BwdSLCA. (3) BwdSLCA always performs better than FwdSLCA and BwdSLCA*, the reason lies in two aspects: (3.1) in most cases as shown in Fig. 13, the number of comparison operations of BwdSLCA is less than that of FwdSLCA and BwdSLCA*. (3.2) Even in some cases, BwdSLCA* needs more comparison operations, as shown in Table IV, 15% to 30% comparison operations exist in the auxiliary function, which can be done much more efficiently than the comparison operations in each probe operation. E.g. even though BwdSLCA* needs more comparison operations for some queries, it actually saves 5% to 45% cost compared with FwdSLCA and BwdSLCA for Q9 to Q26.

Fig. 13: Number of comparison operations.

Besides the 18 queries in Table V, we generated 174,406 queries by combining all 2, 3, 4, and 5 keywords from the 30 keywords listed in Table II. Fig 14 shows the impacts of result selectivity on the performance of these algorithms grouped into different selectivity ranges. The selectivity of a query Q is defined as $|R|/(|Q_1|)$, where $R$ is the size of the query result, and $|Q_1|$ is the size of the smallest IN list. We can see that (1) the speedup of the IL, IMS, Dewey and our BwdSLCA* algorithms over Stack is more significant when the result selectivity is low, (2) Since BwdSLCA, BwdSLCA, and BwdSLCA* have similar performance, we only present the result for the BwdSLCA* algorithm. In Fig 14, we keep the result selectivity of existing methods as that of our method to make a fair comparison.
our method outperforms all existing algorithms in all cases. Note that in Fig. 14 (A) and (B), with the increase of the result selectivity, the average time used by all methods for result selectivity in [40,100] is less than that in [30,40], which can be explained by Fig. 15, where for queries with 2 and 3 keywords, the number of results decreases with the change of result selectivity from [30,40] to [40,100].

![Graphs showing running time comparison](image)

**Fig. 14:** Comparison of running time with different result selectivities (log-scaled).

![Histograms showing average results per selectivity](image)

**Fig. 13:** Average number of results for each selectivity.

![Bar charts showing runtime comparison](image)

**Fig. 16:** Running time of Q17 on different XML documents.

Experimental results of 10 sample queries on DBLP is shown in Fig. 17, from which we know that our methods are more efficient than existing methods on these queries. Note that compared with IL and IMS, the speedup of our methods is not as significant as that of Fig. 12. This is because the DBLP document is very shallow, and the cost of testing the document order and computing the LCA for two nodes on DBLP dataset is not as expensive as that on XMark dataset.

![Bar charts comparing SLCA computation](image)

**Fig. 17:** Comparison of SLCA computation on DBLP dataset.

From the above discussion, we conclude that our methods outperform all existing methods, especially for queries with low result selectivity (see Table V) and Fig. 14. The reasons lie in that (1) the number of processed nodes (see Section VII-B) is largely reduced; (2) any kind of positional relationships between nodes can be determined with $O(1)$ cost; and (3) compared with Dewey, we put all node IDs in one list, while Dewey needs to do a set intersection operation for all lists of each tree depth, and it needs to afford more additional time on deleting ancestor nodes from all lists of each tree depth.

3) Scalability: We investigate the scalability from two aspects based on Fig. 14: (1) fixing the number of keywords and varying the result selectivity, which is just explained in the previous paragraphs, (2) fixing the result selectivity and varying the number of keywords, which can be obtained from the four sub-figures of Fig. 14 and is omitted due to lack of space. The general trend is: the performance of Stack will become worse with the increase of the number of keywords, but the performance of IL, IMS, Dewey and BwdSLCA will be better with the increase of the number of keywords; meanwhile, compared with existing methods, the performance gain of our method is more significant with the increase of the number of keywords.

Fig. 18 shows the scalability when executing Q17 on XML documents of different sizes, from which we find our methods achieve better scalability. For other queries, we have similar results, which are omitted due to space limit.

V. ELCA computation

![Histograms showing runtime comparison](image)

**Fig. 18:** Running time of different algorithms on queries Q9 to Q26 for ELCA computation.

As shown in Fig. 18, since DIL processes Dewey labels in document order, its performance is mainly affected by the number of processed Dewey labels. IS can utilize the positional relationships to skip many useless Dewey labels, thus it achieves better performance when there exists huge difference in the length of the set of Dewey label lists, e.g., Q21 to Q26 in Fig. 18 (D); however, for queries with similar lengths, it may not be as efficient as DIL, e.g., Q15, Q17, Q19 and Q20. HIC uses a hash table to record for each node $v$, the number of nodes that directly contain each keyword in the subtree rooted at $v$, thus can beat other existing methods in most cases except when the shortest list is very long, such as Q17, Q18 and Q20. In contrast, our methods always need the least comparison operations, thus achieves the best performance for all queries. From Fig. 18, we also know that BwdELCA is more efficient than FwdELCA, because BwdELCA uses the optimization techniques introduced in Section V to reduce the search interval for each probe operation.

VIII. RELATED WORK

Many query semantics [1], [4], [5], [10] have been proposed to define query results for an XML keyword query. We refer readers to the recent tutorials for a complete coverage [24], [25]. Two widely adopted definitions are SLCA [4], [7] and ELCA [2], [3], [12]. To facilitate computing the SLCA and ELCA results on XML data, existing methods [7]-[9] assign to each node $v$ a Dewey label [13] for computing the final matched results. The basic operation is computing the LCA node for a set of nodes and the efficiency is largely influenced by testing the positional relationships between two
between nodes have been devised to further speed up the query processing. Experimental results demonstrate superior performance of our proposed methods over existing ones.
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